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Abstract
While free-tagging classification is widely used in social software implementations and especially in weblogs, it raises various issues regarding information retrieval. In this paper, we describe an approach that mixes folksonomies and semantic web technologies in order to solve some of these problems, and to enrich information retrieval capabilities among blog posts.

We first introduce the corporate context of the study and the issues we have faced that motivated our approach. Then, we argue how the use of domain ontologies combined with the SIOC vocabulary on the top of an existing folksonomy and weblogging platform offers a way to get rid of free-tagging classification flaws, and enhances information retrieval by suggesting related blog posts.

Aside of the theoretical background, this paper also focuses on implementation. We present experimental results of this approach through the example of add-ons to a corporate blogging platform and the associated semantic web search engine, that extensively uses RDF and other semantic web technologies to find appropriate information and suggest related posts.
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Introduction
Within the context of an economic and technological monitoring project, EDF\(^1\) Recherche et Développement (EDF R&D) has setup an internal blogging platform, in order to allow its engineers and researchers globally exchange pieces of information that they were previously used to share mostly in private communities.

In order to index blog posts created within this platform, a practice of free-tagging has been introduced, leading to the emergence of a folksonomy\(^2\), i.e. a collaborative and open classification technique driven by users themselves, that can freely evolve among time\(^3\). Yet, while the first year and half of this experiment was a real success in terms of blog posts creation, this practice quickly raised various problems regarding information retrieval.

Because of these issues, we realized that using basic free-tagging was not enough regarding our needs in terms of access to information.

This rest of paper is divided as follows: section 1 introduces the motivations of corporate blogging, and the limits of free-tagging we identified regarding information retrieval in our context. Section 2 describes how semantic web technologies were adopted in order to solve some of these problems, and how we mixed the user-friendly and collaborative concept of free-tagging and a formal description of a domain using different kind of ontologies\(^4\), especially domain ontologies and the SIOC\(^5\) vocabulary, designed to represent metadata about online communities. This section also begins with an overview of related work in the domain of semantic blogging. In Section 3, we detail the complete architecture of the system, from the way how RDF metadata is created and stored for each blog post to how our semantic search engine retrieves information using the SPARQL\(^6\) query language in a user-friendly way. Then, in section 4, we present how the system has been improved in order to infer related posts for a given tag, and so enhance information retrieval experience.

In each section, we will consider both theoretical approach and implementation, as a lot of efforts have been made to provide as easy as possible interface for users of the platform.

Finally, we will conclude this paper with an overview of what have been exposed so far and possible directions for future works.

\(^1\) Electricité de France (also known as EDF) is the leading french company in energy domain. Its R&D division employs about 2000 people and is involved in various activities. See http://rtd.edf.fr for more information.
1. Corporate blogging and information retrieval

1.1 Motivations of corporate blogging

As well as in most corporate information systems, EDF R&D provides different tools to store, query and retrieve internal documents, using workflow procedures, templates, search engines, and so on. On the other hand, employees often spontaneously create and spread among the company a lot of useful piece of information, as news regarding some of the company’s customers, new prototypes or software releases, or informal meeting minutes. Yet, this kind of information cannot be stored using the previously mentioned tools, as it mainly consists in small and unstructured chunks of data that are not in the scope of common corporate tools, that mainly deal with structured and complex documents, see Fig. 1.

Thus, engineers or researchers used to exchange these pieces of information mainly through e-mails, or - even worse - only by informal conversations during their coffee-break or at lunch time. This common process of delivering information through e-mail was not efficient for different reasons:

- as it consists in a closed diffusion process, where recipients have been chosen by the author himself, people that have not been involved in it cannot react to the information, even if they are experts of the domain within the company or have additional knowledge to offer;
- except mailboxes search engines, there is most of the time not efficient system to retrieve or query exchanged information. Moreover this is only locally accessible;
- when people involved in the process leave the project or the company, information will be lost; on the other side, new researchers or engineers will not be able to access the previously exchanged information, as they have not been involved in it.

In order to solve these problems, the decision was made to experiment weblogging as a open medium for all of these data [10]. The main goals were to reduce e-mail dependency and to incite people to explicit their atomic knowledge to an open audience, instead of restricting it to some private communities only, by creating an architecture of participation inside the company. In order to make it as successful as possible, we insisted on the benefits of such a social approach in both writing and reading aspects: information providers can have more information from comments on their posts, sometimes from people they might did not know before, who can enrich real-life connections in the company; while readers could learn unforeseen information about some companies or projects they might be interested in regarding some part of their work.

At the beginning of our experiment, the system only included RSS subscription mechanisms, in order to let people to become familiar with this idea of spontaneous, short and efficient information. A few weeks after, weblogging capabilities were added to the the platform in order to let RSS subscribers react to some piece of news, and then create their own ones by writing blog posts. We introduced the ability to blog from existing news items or from scratch, and also to comment blog posts or create new ones from existing, using trackbacks.

Moreover, we also included group wikis into the platform, which can be seen as a complete “Enterprise 2.0” [16] information system, introducing social software and collective intelligence in the company.

After one year and half of existence, more than 8000 posts have been created, with about 80 bloggers and more than 600 readers or feed subscribers.

1.2 Adding meta-data to blog posts

In order to efficiently index created data, and then to easily retrieve information, a common practice, especially on the web and in the blogging area, is to use metadata attached to each blog post. Thus, additional and descriptive information about the blog post is added to each item. Nevertheless, a distinction must be done between metadata that will represent (1) the document and (2) its content, i.e. distinguish metadata the identifies (1) the document itself (eg: date, author), and (2) the one related to what the post is about (eg: topics ...).

Regarding the description of the document, a common practice is to use Dublin Core [9] terms and its refinements to add librarian metadata to the post, as its creation date (using dc:created), title (dc:title) or author (dc:author). On our platform and as in most of weblog engines, this kind of metadata is produced by the system itself and do not require any user intervention.

Regarding the blog post content, there are two main different methods to add such metadata to a document:

- use a set of predefined categories (thanks to taxonomies, ontologies ...). Then, users have to choose between different categories to get the one(s) that best define the content of their document. This approach widespread in librarian systems;
- associate free-keywords - in both type and numbers - to documents. Users are free regarding the choice of keywords they can associate to documents. This use became popular these last years thanks to the emergence and adoption of social software and "Web 2.0" social services.

Even if the first approach was common for most of our users that have never used weblogging before, we decided to initiate a free-tagging classification as we wanted to see how a corporate context can react to such a popular web practice, and how it could be adopted, and adapted if needed.

1.3 Identifying limits of free-tagging

As previously mentioned, our first year of experiment with weblogging was a success in terms of productivity. Yet by using free-tagging classification, we rapidly realized that even if users adopt it pretty easily, it was not sufficient regarding our needs in information search and retrieval, for three main reasons we identified as the following:

- tags variation. Even if different tags have the same meaning in the users mind, nothing can help the platform to create connections between them. For example,
the system will not consider tag semantic web as similar to the tag semweb. As anyone can use his own tags, this is an issue we have been rapidly faced with. Moreover, typo errors are also an important source of such variations;

- tags ambiguity. On the other hand, a single tag can express various ideas, and once again the system will not be able to make any difference. This is especially true when dealing with acronyms, that may - in our case - represent different organizations. This problem can also be seen on the web, for example on del.icio.us with computer-related acronyms, see Fig. 2. Users can indeed find which item is associated to the searched tag, but this implies an additional effort, and can be difficult when an item title is ambivalent or when there is no other tag associated to the item;

- flat organization of the tags. This is not a problem related the tag notion itself, but to the structure of collaborative tagging, contrary to predefined schemes as taxonomies or ontologies. Hence, tag search engines offer no way to find, or even to suggest, - for example - posts tagged with rdf when looking for Semantic Web items, even if from a user point of view, it would be useful to look at it.

Thus, regarding software implementations, the Snippet Manager [7] uses semantic annotations to classify and share information snippets as blog posts, while semiBlog [17] integrates desktop applications and semantic annotations into weblogs.

In the domain of a global definition of semantics for the blogging activity itself, and more generally for online communities, one of the most recent work is the SIOC [2] ontology [3]. Its goal is to represent every objects and actions of an online community (users, posts, replies ...) as RDF [15] statements using this ontology in order to get uniform and shared representation format for any online community and create bridges between them. SIOC also allows to add metadata to blog posts, as it is strongly mapped to existing ontologies as Dublin Core or FOAF [5] for the people aspect.

Some recent efforts have also been done to embed semantics about blog posts content in the posts themselves. Thus, microformats [3] provide an easy way to embed semantic information in a blog post by using HTML elements, but without the openness and extensibility that RDF offers. On the other hand, RDFa [1] initiative from W3C allows people to embed RDF in XHTML. In both case, one can use GRDDL [8] transformations in order to extract RDF data from these documents and use it as valuable information.

Regarding folksonomies and the semantic web, some approaches already defined ontologies of tagging: [18] defines a tag ontology with links as relatedTag or equivalentTag to define relationships between tags, while [13] focuses on the notion of tagging as a threefold action.

### 2.2 Linking tags to ontology concepts

While domain ontologies cannot be easily used in an open environment such as the web, since user consensus is needed regarding a particular model of the world, the corporate environment is a nice playground for this research area, as it is easier to agree on a view of a domain within the company.

Thus, our idea is to apply domain ontologies at the top of an existing folksonomy. By linking each tag to ontology class or instance - for example the SWIG tag can be related to the Semantic Web Interest Group -, we strengthen the folksonomy as we offer a way to remove ambiguity and get rid of tags variation, but also provide ways to infer related posts using properties defined in domain ontologies. Indeed, tags are linked to objects they represent contrary to [18] where Tag objects only link to keywords and consequently are not enough to be distinguished and deal with ambiguity.

So, in our approach, each tag can be associated to one or more ontology concepts, i.e. classes or instances - as in the rest of this paper. We introduced a basic RDFS [4] ontology with a tag:hasTag property to link any rdf:Resource to a tag. This way, we deal with tags variation - as exposed in section 1 - as we can link a single resource to various tags, see Fig. 3

Moreover, we do not consider tags as objects as in [13] or [18], but as simple text strings mainly because:

---

**Fig. 2:** del.icio.us results for SWIG tag: C++ programming or Semantic Web?

Regarding tags variation and ambiguity, a former analysis lead us to identify various linguistic phenomena as the causes of these problems, and to offer some services to our users as tag completion or tag suggestions from blog post content, in order to reduce these flaws [19].

Yet, in order to offer better solutions to solve these variations and ambiguity problems - that are actually the reasons why controlled vocabularies as taxonomies have been introduced - and also offer a richer blog search experience to our users by suggesting related posts, we introduced a practice that kept the simplicity of free-tagging and added a formal layer on the top of the folksonomy, using semantic web technologies.

### 2. From folksonomies to semantic blogging

#### 2.1 Related work

Mixing weblogs and semantic web [2] technologies, which goal is to offer better understandable data for machines, has already conducted to numerous works since the first mentions of semantic blogging, with various interests and motivations [6].

---

in this approach, all metadata associated to tags (creation date, involved users ...) can be retrieved using SIOC and its properties, as this helps to create the threefold relation between people, tags and posts;

- we do not want to infer relationship at the tag level, but between posts and ontology concepts associated to the tags, so we do not need to add properties to tags.

Then, since we link tags to ontology classes or instances, in case of ambiguity, a tag can be associated to different ontology concepts. Thus, there is a need to create a direct link from the blog post to the right concept(s) to get rid of ambiguity. In order to semantically represent these connections, and also librarian metadata associated to blog posts, we decided to use the SIOC ontology, which provides an interesting framework to be used in this architecture for various reasons:

- as it provides an ontology for online communities, its scope is not limited to blog posts but covers relationships between posts and users, comments, and thus can be used as the core ontology of our socially-enabled information system;

- thanks to its mappings with different ontologies, we can keep the trace of original tags for a blog post using the dc:subject property, while sioc:topic will be used to link the post to corresponding ontology class or instance, since the goal of sioc:topic is to link any blog post (i.e. sioc:Post) to rdf:Resource.

Such associations allow to get a single tag expressing different ideas, but thanks to the ontology level, we can see - both from users and machines point of view - what is the meaning of a tag for a given post. For example, we can say that the EDF tag corresponds to the company instance ElectriciteDeFrance in a post, and to the french football team EquipeDeFrance in another one without ambiguity by combining the dc:subject and sioc:topic properties for a given post, see Fig. 4.

All these associations between posts, tags, and ontology concepts are created with simple user interfaces that will be described in the next subsection, and used in our semantic search engine that will be presented later.

2.3 User interfaces

In order to let users associate tags with ontology concepts for each post they write, we tried to make things as easy as possible. First, regarding the blog post creation and content metadata, users can still use free-tagging, by associating as many tags as needed to their post. Our completion system mentioned in 1.3 have been enhanced so that tags corresponding to existing ontology concepts are displayed in a different color than classical tags.

After validating the post and associated tags, users will be redirected to a page where they can check and validate relationship(s) between tags and ontology concepts for the current post, so that we can get rid of ambiguity, and also manage tag variation. User is then confronted to the following alternatives:

- if the tag is already associated to one or more concepts or instances, user will just have to check which associations are valid for this blog post. So, if he is using a tag that is linked to more than one concept, he will be able to remove ambiguity for the tag in this context, see Fig. 5;

- if the tag is not associated to any concept, the user will be able to browse the current ontology - and its instances - to link the tag to any existing class or instance. So, if a user choose a tag that represents a class or instance that already exists but that is not associated to it, for example using a new "eDF" tag for ElectriciteDeFrance, he will be able to link it to the
instance, so we can manage tag variation. Then each time a user will use this tag, he will get the newly-created association it in the previous step, adding a collaborative aspect to this step of defining tags for any concept thanks to the blogging community:

- if the tag represents a concept that is not in an ontology instance, user will have to contact the platform administrators so that they can add it. At the moment, we decided not to allow users to create instances, in order to avoid problems we have been faced with regarding tags variation.

2.4 Maintenance and usage of the ontology

As this approach deals with domain ontologies, we must think of their evolution and maintenance. Here, we must distinguish the ontology design itself, and creation of new instances.

Regarding the ontology, the scheme should not evolve a lot during its lifetime. Moreover, we wrote a set of modular ontologies, based on Proton [21], by designing and extending various modules thanks to analysis of hundred of tags and discussions with experts of various domains. These modules can be refined or adjusted in the future if needed. Regarding the instances, our system provides a back-office interface displaying the latest created tags, allowing platform administrators to create new concepts from these tags when needed, and to make needed associations. Concepts can also be created from scratch, especially when new bloggers join the platform and have previously asked for the creation of dedicated RSS feeds about some companies or technologies, which make us think they will blog about it.

As we deal with ontology instances, that have various properties depending on their type, we can add more information about them. Then, at the moment we automatically add geo-coordinates for each created instance of Location class (or its subclasses as City), using the geonames.org webservice. Thus, we offer users an alternate view of tagged posts, using a Google Maps mash-up, see Fig. 6.

In the future, our back office will be completed so that users can add other properties to such concepts, while other part of our work could consist in extracting some of these properties from blog posts.

This process of ontology maintenance can be seen as a socially-driven ontology population approach since ontology and its instances evolve thanks to the tags used in the platform. Yet, we added a supervised aspect first in order to avoid instances explosion (and get the same issues we have been faced with regarding the folksonomy), but also as we did not want our users to face with a defined classification, as we offered them an open-tagging mechanism through free keyword capabilities.

3. A semantic search engine

3.1 Global architecture

As previously mentioned, each post has an RDF representation using the SIOC ontology, which is created when the user saves his post. On the other hand, ontology and instances are created with other interfaces and consists in OWL/RDFS and RDF files.

Thus, in order to make queries over all these files, we decided to store all this data in a triple-store. We chose the three-store[14] engine, as it provides support for context - in order to keep information about provenance of each RDF statement - plus a nice API to add data, and also offer SPARQL [20] support, the leading semantic web query language for RDF and support for inference rules.

As blog posts are written independently, and in order to have a real-time synchronized RDF store, each post is pushed to the store as it is created or modified.

On the top of this RDF store, which is running on a MySQL based Linux server, we provided search interfaces to allow users retrieve blog posts, thus creating a complete semantic web infrastructure atop of our corporate blogging platform, see Fig 7.

3.2 Retrieving blog posts

When a user looks for blog posts related to a given keyword $tag - since the engine offers plain-text search only at the moment -, the system will retrieve all ontology concepts associated with this tag - or tags that contain the typed expression - , using the following SPARQL query snippet:

```
SELECT ?concept
WHERE {
  ?concept tag:hasTag ?tag .
  FILTER(?tag, "$tag")
}
```

Please note that vocabulary prefixes are not mentioned in the examples of this paper.
If more than one result is returned, we consider that there is ambiguity regarding the search, so the user will have to choose between various concepts to get the one he actually needs, see Fig. 8. Here, in order to let him easily choose between various concept, our system displays the label and type of each class or instance.

Fig. 8: Choosing the right concept for a given tag

Then, a basic SPARQL query, using the sioc:topic property, will retrieve all blog posts for the given concept (<$uri>), that can be ordered thanks to sioc:Post properties as creation date:

```
SELECT ?post ?date ?author
WHERE {
  ?post sioc:topic <$uri> .
  ?post dc:created ?date .
  ?post sioc:has_creator ?author
} ORDER BY ASC(?date)
```

The interface will then present results as a classical search engine, with links to original blog posts where users can see that tags are different from one post to another, but express the same idea, i.e. the related ontology class or instance.

4. Offering a better search experience to users

Since one of our goal is to enhance information retrieval capabilities within our platform, we introduced different ways to extend search by offering suggestions of related concepts (and so related posts) to our users. Thus, we defined various methods that find related posts using different algorithms or points of view, that will be defined in the next sections.

Moreover, as each method returns a set of ontology classes or instances, associated with blog posts, we decided to provide a different tag cloud for each set of suggestions, see Fig. 9.

4.1 Statistical approach

A first way to discover related blog posts from a given one is to use the co-occurrence between concepts that are available on the platform.

Thus, for each post dealing with concept A, the system will suggest the user to look as posts linked to concept B as soon as the concepts appear in the same blog post, i.e.:

```
:p rdf:type sioc:post .
:p sioc:topic :B
```

In the future, we can imagine to add a threshold property to each class to consider as related only classes or instances that has a minimal number of co-occurences, which can vary regarding their type.

4.2 Using ontology and instance type

Another approach to infer related concepts and associated posts is to use the ontology and especially classes and their instances.

Thus, if dealing with a post linked (using sioc:topic) to an instance of ProgrammingLanguage (eg: PHP), all other posts linked to a ProgrammingLanguage instance will be considered as related, and the interface will suggest the user to look at them when searching for PHP.

From a theoretical point of view, we are using the following rule:

```
{x rdf:type sioc:post .
  y rdf:type sioc:post .
  x sioc:topic :a .
  y sioc:topic :b .
  :a rdf:type :t .
  :b rdf:type :t
} => {
  x sioc:related_to :y
}
```

Once again, SIOC offers some useful properties that can be used in this context, since we consider two posts dealing with instances of the same class as semantically related thanks to the sioc:related_to property, see Fig. 10.

Actually, in practice, we did not implement this rule directly in our RDF store, even if it was technically possible. Indeed, as mentioned before, we want to make differences between related posts depending the way they have been defined as related. By inferring this rule, there will not be any difference regarding the way the post have been considered as related, as there is a single sioc:related_to relationship. We could have create subproperties, yet we decided to trigger the rule when the user search for blog posts.

Thus, we implemented the following SPARQL query that is called when a user is looking for a given concept and that returns posts that would have been set as related using the previous rule, and associated topics so that we can create the needed tagcloud:

```
SELECT ?post ?topic
WHERE {
  <$uri> rdf:type ?type .
  ?topic rdf:type ?type
}
```
4.3 Defining specific rules

Going further, and in order not to limit related posts only to the ones that use instances of the same classes, we defined inference rules that can be independently associated to ontology classes, in order to specify what we should consider as a related class for a given one.

For example, for the Location class, we defined the following pattern:

```
{x rdf:type sioc:post .
y rdf:type sioc:post .
x sioc:topic :a .
y sioc:topic :b .
a pup:subLocationOf :b } => {
 :x sioc:related_to :y
}.
```

This rule means that the system will suggest related sublocations when looking for any tag associated to an instance of Location or its subclasses. Thus, our interface will suggest the user to look at posts linked (using sioc:topic) to Paris - as the capital of France, not Paris Hilton, avoiding eventual ambiguity - when looking for items tagged with France.

Another interesting rule is the following one, which will suggest all Agent - and its subclasses - instances that are experts in the same domain, as shown in Fig. 9:

```
{x rdf:type sioc:post .
y rdf:type sioc:post .
x sioc:topic :a .
y sioc:topic :b .
a rdf:type ptop:Agent .
b rdf:type ptop:Agent .
a company:expertiseIn :d .
b company:expertiseIn :d
} => {
 :x sioc:related_to :y
}.
```

Once again, we implemented these rules using a live SPARQL query, in order to create different clusters regarding the rules:

```
SELECT ?post ?topic ?domain
WHERE {
  <$uri> [ rdf:type ptop:Agent ;
            company:expertiseIn ?domain ] .
  ?topic [ rdf:type ptop:Agent ;
           company:expertiseIn ?domain ]
}
```

In order to manage these inference rules from a semantic web point of view, we introduced a RelatedTag class in our ontology, which has the following properties, and that can be associated to any rdf:Resource:

- a label that will be shown in the user interface so that the user can know why it should look at the following posts;
- the associated rule. Even if we will not use it right now, it is useful to store it in case in the future we decide to implement it directly on our RDF store for any particular reason (for example: some dedicated stores to communities of interest);
- the corresponding SPARQL pattern, which is used in our implementation.

5. Conclusion and future works

In this paper, we introduced an approach that mixes folksonomies and ontologies, in order to get rid of various issues regarding free-tagging classification. Thanks to add-ons to an existing blogging platform, and by implementing a semantic search engine, we showed how this method could enrich information retrieval, by solving ambiguity and tags explosion, and also suggesting related posts in various ways.

Moreover, we also introduced how this use lead to social ontology population, as the blogging community can help to create new instances of the ontology.

One aspect of our future works will consist in establishing communities of interest thanks to this architecture. Indeed, as we can now link posts to ontology concepts, we might be able to infer connections between not only people that are using common tags - which can be done with a single folksonomy - but with people blogging about similar concepts
(i.e., people blogging about instances of the same class as ProgrammingLanguage, or classes that have strong relationships). Thus, we hope to see new communities of interest appear, and maybe that could not have been guessed using a basic free-tagging scheme.

Another part of our work should also consist in information extraction from blog posts, once again using ontologies and available properties between instances that have been associated to blog posts.

Acknowledgements

We would like to thank all the members of EDF R&D that have been involved in the project, especially bloggers and platform administrators (id-net group), for their participation as they helped to gather information sharing and weblogging through the company.

References